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Mine patterns correlating with target concept
instead of using frequent patterns
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Correlated Pattern Mining
Compare class distribution on all instances against

distribution on the covered instances

Covered by a frequent pattern

Covered by a correlating pattern

Top 50 Sequences Top 50 Graphs

redundancy is still a problem

Correlation Matrix

Each pattern quantified by score
Top-k mining efficiently extracts k best scoring patterns
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Divide et Impera

f equal sized, stratified, non-overlapping folds

f equal sized, stratified, overlapping folds

Splitting the database



How to merge f pattern sets
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How to merge f pattern sets
United we Stand

b a d f e
a d c d f
d c f c b
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Sort based on average RANK:
d(1.6), f(1.2), a(1), b(0.8), c(0.8), e(0.6)



How to merge f pattern sets
United we Stand

Sort based on correlation SCORE (on whole dataset)
b, e, d, c, a, f



Combinatorics

Merge
count, rank, or score - take top n

Split
non-overlap or overlap based on f folds

Mine
top-k correlated pattern from each part

f  = 3, 5, 7
k = 10, 25, 50, 75, 100
n = k
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South America
Drug production

Amsterdam
Drug consumption

Leuven
Drug screening



Overview
Correlated Pattern Mining

Pattern Languages

What about...
runtime w/o stepwise approach ?
expressiveness vs. runtime ?
predictive accuracy vs. runtime ?

Conclusions

Q3

Q1
Q2
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